
STA 684 Part 

1. (10 points) Suppose 𝑋1, 𝑋2, … , 𝑋𝑛 constitute a random sample from a normal population with 

mean 𝜃 and variance 𝜃2. Let 𝑋̅ and S are, respectively, the sample mean and sample standard 

deviation, and let 𝑐 = √
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. Which of the following is/are true? You must justify your 

answer. 

 

(1.a) (3 points) For any constant b the estimator 𝑏𝑋̅ + (1 − 𝑏)𝑐𝑆 is an unbiased estimator for 

𝜃.  
 

(1.b) (4 points) The estimator given in Part (1.a) has minimum variance when 

𝑏 = 1 − 1 {1 + 𝑛(𝑐2 − 1)}⁄ . 

 

(1.c) (3 points) The (𝑋̅, 𝑆2) is a sufficient statistic for 𝜃.  
 

 

2. (10 points) Consider a random sample 𝑋1, 𝑋2, … , 𝑋𝑛 from the pdf  

𝑓(𝑥; 𝜇) = √1 (2𝜋𝑥3)⁄ 𝑒−
1

2𝑥
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, 0 < 𝑥 < ∞, μ > 0. 
 

(2.a) (5 points) Prove that the most powerful critical region of size 𝛼 to test 𝐻0: 𝜇 =
1 vs 𝐻𝑎: 𝜇 = 2 for some constant k is 𝑥̅ ≥ 𝑘. Explain how to find the constant 𝑘 exactly. 

[Hint: use the first formula of the moment generating function given in Problem 4]. 

 

(2.b) (5 points) Prove that the critical region of size 𝛼 to test 𝐻0: 𝜇 = 1 vs 𝐻𝑎: 𝜇 ≠ 1 for some 

constant k is 𝑥̅ + 1 𝑥̅⁄ ≥ 𝑘. Explain how to find the constant 𝑘 approximately. 

 

 

3. (30 points) Let 𝑋1, 𝑋2, … , 𝑋𝑛 constitute a random sample from the following density function. 

 

𝑓(𝑥) = { √
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for 𝑥 > 0, 𝜇 > 0, 𝜎 > 0 

0                                                                     otherwise,

 

where α is a known positive constant. 

 

The moment generating functions of 𝑋𝛼 and 𝑋−𝛼 are respectively given by 
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(4.a) (5 points) Find the maximum likelihood estimators, 𝜇̂ and 𝜃 for the 

parameters 𝜇 and θ. 



 

(4.b) (5 points) Obtain the distribution of 𝜇̂ and hence show that 𝜇̂ is a (minimal) 

sufficient statistic for 𝜇. Is the estimator 𝜇̂, consistent? Justify your answer. 

 

(4.c) (5 points) Find the Rao-Cramér lower bound for the estimator 𝜇̂. Is the estimator 

𝜇̂, efficient? Justify your answer. 

 

(4.d) (5 points) Derive the formula for expected (Fisher) information matrix, 𝐼(𝜇, 𝜃). 

 

(4.e) (5 points) Find the maximum likelihood estimator for the variance of 𝑋−𝛼. 

 

(4.f) (5 points) Using the Delta method, show that the variance of the estimator obtained 

in Part (4.e) is given by 

1

𝑛𝜇̂2𝜃4
(32𝜇̂2 + 17𝜇̂𝜃 + 2𝜃2). 


