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PH.D. QUALIFYING EXAMINATION - THEORETICAL STATISTICS 

 
Time: 1:00 pm-5:00 pm, August 27, 2021 

 
 

 
General Instructions 

 
 
• There are two equally-weighted parts in this exam: Part A (STA584) and Part B (STA684).  Each part 

consists of 5 problems with subproblems and has a possible total of 50 points.  You are to solve all 
problems. Your score on each part will be individually converted into a percentage. 

 
• You must show all your work and justifications correctly and completely to receive full credits. 

Partial credits may be given for partially correct solutions. 
 
• You are assumed to know the properties, e.g., expected values of the frequently used distributions 

introduced in the textbook. You may use the properties without proof unless solicited. 
 
• If a theorem is employed, you must clearly state the theorem, identify its assumption(s) and 

conclusion(s), and explain why it is applicable. 
 
• Please print your name on the line below.  Begin each problem on a new sheet with the problem 

number clearly noted. Write on only one side of each sheet. Do not write your name on any sheets.  
 
• When finished, please arrange all pages according to the problem numbers and then number the 

pages accordingly.  Slide your work and this exam booklet into the envelope given to you.  Hand 
in the envelope.  

 
  
 
 

 
 
 
NAME:______________________________________________________ 
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Part A [The parts of each problem are not necessarily given equal weight.] 
 
  
Problem #01 [9 points] 
 
To earn full credits, you must round your answer to each of the following three problems to four 
decimal places.  
 
1.a)  Suppose that 10% of general population is infected with the coronavirus.  Testing for this 

infection is available, but the test result is known to be 90% accurate when patient is actually 
infected, and 95% accurate if patient is actually not infected.  Veronica was tested once, and 
the result was positive.    Given the fact that she tested positive once, find the probability that 
she is infected.  

 
1.b) A random variable 𝑋𝑋 has a Poisson distribution with mean 4. Find  𝐸𝐸(𝑋𝑋|𝑋𝑋 > 2).   
 
1.c)  A soft-drink filling machine is regulated so that it discharges an average of 11 ounces per cup. 

The amount of drink discharged is normally distributed with a standard deviation of 1 ounce. 
Assume that the amount of drink filled by the machine is not serially correlated. If 12-ounce 
cups are used for the next 10 drinks, what is the probability that less than 2 cups will 
overflow?  

 
 
Problem #02 [11 points] 
 
Let 𝑋𝑋  and 𝑌𝑌 be discrete random variables with a joint probability distribution given by 

𝑓𝑓(𝑥𝑥,𝑦𝑦) = �
𝑥𝑥 + 2𝑦𝑦

18
   for  (𝑥𝑥,𝑦𝑦) = (0,1),  (0,2),  (1,2),  (1,3)

0               otherwise.  
 

 
2.a)  Find 𝑃𝑃(𝑋𝑋 + 𝑌𝑌 ≤ 2.1). 

2.b)  Find 𝑉𝑉𝑉𝑉𝑉𝑉(𝑌𝑌|𝑋𝑋 = 1). 

2.c)  Find the joint distribution of 𝑈𝑈 = 𝑋𝑋 + 𝑌𝑌and 𝑉𝑉 = 𝑋𝑋 − 𝑌𝑌. 

2.d) Find the marginal distribution and the cumulative distribution function (CDF) of 𝑈𝑈. 

2.e)  Find the moment generating function of U. 
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Problem #03 [11 points] 
 
The joint probability density function (PDF) of X and Y is given by  

𝑓𝑓(𝑥𝑥,𝑦𝑦) = �𝑘𝑘𝑥𝑥  for  0 < 𝑦𝑦 < 𝑥𝑥 < 1
0  otherwise.

 
 
3.a)  Verify that 𝑘𝑘 = 3.  (No partial credits will be given for this sub-problem.) 

3.b)  Find 𝑃𝑃(𝑋𝑋 < 2𝑌𝑌).    

3.c)  Find 𝐸𝐸 �𝑌𝑌
𝑋𝑋
�.    

3.d)  Find the conditional variance of 𝑌𝑌 given 𝑋𝑋 = 𝑥𝑥, where 0 < 𝑥𝑥 < 1.   

3.e)  Are X and Y independent? Verify.   

 
Problem #04 [11 points] 
 
Let X and Y be independent random variables with a continuous uniform distribution on the 
interval (0, 1). 

4.a) Find the CDF and PDF of the random variable 𝑊𝑊 = −2 ln(𝑋𝑋). What are the name and the 

parameter value(s) of the probability distribution of 𝑊𝑊?   

4.b)  Define 𝑈𝑈 = 𝑋𝑋 + 𝑌𝑌.  Find the CDF of 𝑈𝑈.   

4.c)  Define 𝑉𝑉 = 𝑋𝑋 − 𝑌𝑌.  Find the joint PDF of 𝑈𝑈 and 𝑉𝑉.  Specify and draw a two dimension graph 
of the support of the joint PDF.    

 
4.d)  Find the correlation between 𝑋𝑋 and 𝑉𝑉. 
 

 

Problem #05 [8 points] 
 
A random variable 𝑋𝑋 has a pdf given by, for 𝛼𝛼 > 0 and 𝛽𝛽 > 0, 

𝑓𝑓(𝑥𝑥) = �𝑘𝑘𝑥𝑥
𝛼𝛼−1𝑒𝑒−𝑥𝑥/𝛽𝛽 for 𝑥𝑥 > 0

0                elsewhere 
 

 
5.a) Find 𝑘𝑘 in terms of the distribution parameters.   
 
5.b) Derive the moment generating function of 𝑋𝑋.   
 
5.c) Use your result in part (5.b) to find the mean and variance of 𝑋𝑋.  
 
5.d) Use your result in part (5.b) to find the moment generating function of an exponential random 

variable with a mean of λ . 
 
5.e) Use your result in part (5.c) to find the mean and variance of a chi-square random variable 

with 𝑛𝑛 degrees of freedom.  
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Part B [The parts of each problem are not necessarily given equal weight.] 
 
 
Problem #06 [7 points] 
 
Let 1 2, , , nX X X  be a random sample from the distribution 1( ; ) (1 )x xf x θ θ θ −= − , x = 0, 1. 

6.a) Show that the likelihood ratio test of 0 0:H θ θ=  versus 1 0:H θ θ≠  is based upon the statistic 

1
n
i iY X== Σ . Show that the rejection region is of the form 1Y k≤  or 2Y k≥ . Sketch the graph of 

the rejection region as a function of y. 

6.b) Obtain the null distribution of 1
n
i iY X== Σ . For 0 0.5θ =  and n = 8, find the significance level 

of the test that rejects 0H  if 1Y ≤  or 7Y ≥ . 

Problem #07 [10 points] 

7.a) Suppose 1X  and 2X  constitute a random sample of size 2 from the population with 

probability density function 1( ; )f x xθθ θ −= , for 0 < x < 1 and zero otherwise. Suppose the 
critical region 1 2 0.1x x ≤  is used to test 0 : 2H θ =  against 1 : 1H θ = . 

 i. Sketch the rejection region and find the power of the test in term of the parameter θ . 

 ii. What is the significance level of the test? What is the power of the test at θ  = 1? 

 iii. Comment on the power in (ii) relative to the significance level in (ii). 

 iv. Suppose the power in (ii) is too small, suggest two ways to increase the power. Which 
method, if any, is better and why? 

7.b) State the Neyman-Pearson theorem. 

7.c) Suppose a random variable X has the gamma probability density function 2 /( ; ) xf x xe θθ θ − −=  
for x > 0. Consider the simple null hypothesis 0 0:H θ θ=  against the alternative hypothesis 

1 0:H θ θ< . Let 1 2, , , nX X X  denote a random sample of size n from the distribution. Use the 
Neyman-Pearson theorem to find the most powerful critical region of size α . 
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Problem #08 [10 points] 

8.a) Let X be a random variable of the discrete type with probability mass function ( )p x , which is 
positive on the nonnegative integers and is equal to zero elsewhere. Show that 

0( ) [1 ( )],xE X F x∞
== Σ −  where ( )F x  is the cumulative distribution function of X. 

8.b) Define each of the following concepts in respect of a sequence { nX }, (n ≥  1) of random 
variables: i. Convergence in probability. ii. Convergence in distribution. 

8.c) Let nX  have a beta distribution with parameters nα β= = . The probability density function 

for nX  is given as 1 1 1(2 )[ ( ) ( )] (1 )n nn n n x x− − −Γ Γ Γ −  for 0 < x <1. Prove that nX  converges in 

probability to a constant k. Find the value of k.  Furthermore, show that 1 / 2nX−  converges in 
probability to a constant c. Find the value of c. 

8.d) If nX  converges in probability to a random variable X and nY  converges in probability to a 

random variable Y, prove that n nX Y+  converges in probability to X + Y. 

Problem #09 [11 points] 

9.a) Define each of the following and give an example to illustrate your definition. 

 i. Sufficient statistic  ii. Ancillary statistic 

9.b) Suppose a random sample of size n is taken from a generalized negative binomial distribution 

(GNBD) with probability function 34
( ; ) (1 ) ,  0,1, 2,3,

4
x m xm xmf x x

xm x
θ θ θ ++ 

= − = +  
 , 

where 0 < θ  < 0.25 and m > 0 are parameters. The population mean µ  and variance 2σ  for 
the distribution are 1(1 4 )mµ θ θ −= −  and 2 3(1 )(1 4 )mσ θ θ θ −= − −  respectively. 

 i. If the parameter m is known, find the moment estimator of θ. 

 ii. If the parameter m is known, find the maximum likelihood estimator of θ. 

 iii. Find the moment estimators of θ  and m. [Hint: Parameter θ  has two roots.] 

 iv. Determine the values of θ  for which the population variance 2σ  is greater than the 
population mean µ. Based on your answer, is 2σ  always greater than µ  for the GNBD? 
Explain. Using this result or otherwise, determine the correct estimator of θ  from the two 
roots in (iii).  
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Problem #10 [12 points] 

Let 1 2, , , nX X X  be a random sample from a normal distribution ( , ),  0 ,N µ θ θ< < ∞  where m is 

unknown. Let 2

1

1 ( )
n

i
i

Y X X
n =

= −∑  and let 2[ , ( )] [ ( )]L y yθ δ θ δ= −  be the squared-error loss function. 

We consider decision functions of the form ( ) ,y byδ =  where b does not depend upon y. 

10.a) Show that 2 2 2 2 2( , ) ( / )[( 1) 2 ( 1) ].R n n b n n b nθ δ θ= − − − +  

10.b) Using your result in (a), show that 
1

nb
n

=
+

 yields a minimum risk decision function of the 

form ( ).yδ  

10.c) Is the decision function ( )
1

nYY
n

δ =
+

 unbiased estimator of θ? 

10.d) With decision function ( )
1

nyy
n

δ =
+

 and 0 ,θ< < ∞  determine max ( , )R
θ

θ δ  if it exists. 

10.e) Is the decision function in (c) asymptotically unbiased for θ? 
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